An Intrusion Detection System for Aglets

Giovanni Vigna, Bryan Cassell, and Dave Fayram

Department of Computer Science
University of California Santa Barbara
vigna, dfayram, bryanc@cs.ucsb.edu

Abstract. Mobile agent systems provide support for the execution of mobile software components, called agents. Agents acting on behalf of different users can move between execution environments hosted by different organizations. The security implications of this model are evident and these security concerns have been addressed by extending the authentication and access control mechanisms originally conceived for distributed operating systems to mobile agent systems. Other well-known security mechanisms have been neglected. In particular, satisfactory auditing mechanisms have seldom been implemented for mobile agent systems. The lack of complete and reliable auditing makes it difficult to analyze the actions of mobile components to look for evidence of malicious behavior. This paper presents an auditing facility for the Aglets mobile agent system and an intrusion detection system that takes advantage of this facility. The paper describes how auditing was introduced into the Aglets system, the steps involved in developing the intrusion detection system, and the empirical evaluation of the approach.
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1 Introduction

Mobile agent systems provide a distributed computing infrastructure that supports the execution of mobile components, called mobile agents [9]. In the most general case, mobile agents act on behalf of different users and, in addition, the nodes that compose the infrastructure may be managed by different authorities (e.g., a university or a private company).

The mobile agent paradigm provides a number of advantages with respect to the traditional client-server paradigm. The ability to relocate the components of an application supports service customization, optimized access to distributed resources, and deployment in a mobile networking environment [25]. On the other hand, the ability to move and execute code fragments has serious security implications [8, 5, 15]. In particular, the recent worm attacks [4, 6] showed that malicious mobile software is tolerant to eradication and allows one to perform distributed denial-of-service attacks.

The security issues introduced by mobile agents have been addressed by extending the authentication and access control mechanisms originally conceived for distributed systems to address mobility [10]. The goal of authentication and access control mechanisms is to prevent impersonation and unauthorized access
to system resources. These mechanisms provide little support for the detection of attacks that either circumvent protection mechanisms or abuse legitimate access to resources. These attacks can be detected by analyzing the operating system information generated by the actions performed by users and applications. The process of collecting this information is called auditing [2].

Meaningful and complete auditing information is a prerequisite for effective intrusion detection. If the information included in the collected events is not complete, attacks may go undetected. In addition, intrusion detection may not be possible at all because attacks may not have a manifestation that can be identified in the audit trail [32].

Unfortunately, this is the case for mobile agent systems. Most mobile agent systems provide no auditing mechanisms or are able to produce only incomplete information about the activity of mobile agents. In addition, different agents are usually executed within a single user process that acts as the execution environment (e.g., a Java Virtual Machine). Therefore, the resulting audit trail at the operating system level contains the actions performed by the execution environment as a whole and cannot be “sorted” to associate a subset of the audit records with the execution of a single mobile agent. To overcome this problem, it is necessary to perform auditing at the agent system level, where meaningful information about the actions of each agent can be collected.

This paper describes the design and implementation of a facility for the collection of audit trails in the Aglets system [20] and an intrusion detection system that takes advantage of the auditing information. The auditing system provides extensive information about the activity of mobile agents running within an execution environment. This information is leveraged by an intrusion detection system specifically developed for Aglets. The system allows one to detect attacks that bypass the authorization mechanisms, abuse legitimate access, or violate the security policy of an Aglets server.

The paper is structured as follows. Section 2 presents related work on the topic of auditing and intrusion detection. Section 3 outlines our approach to detect intrusions in the Aglets system. Section 4 describes how auditing was introduced into the Aglets system. Section 5 presents an intrusion detection system for Aglets. Section 6 contains a quantitative evaluation of the auditing systems and shows examples of the use of the intrusion detection system. Section 7 draws some conclusions and outlines future work.

2 Related Work

Intrusion detection is performed by analyzing one or more input event streams, looking for the manifestation of an attack. Traditionally, the input stream is either represented by packets transmitted on a network segment or by the audit records produced by the auditing facility of an operating system. Examples of event streams are the audit records generated by the Solaris Basic Security Module (BSM) [27], traffic logs collected using tcpdump [28], and syslog messages.
Historically detection has been achieved following two different approaches: anomaly detection and misuse detection. Anomaly detection relies on models of the “normal” behavior of a computer system. These models may focus on the users, the applications, or the network. Behavior profiles may be built by performing statistical analysis on historical data [12, 17] or by using rule-based approaches to specify behavior patterns [19, 34, 35, 26]. Anomaly detection compares actual usage patterns against the established profiles to identify abnormal patterns of activity. Misuse detection systems take a complementary approach. The detection tools are equipped with a number of attack descriptions. These descriptions (or “signatures”) are matched against the stream of audit data looking for evidence that the modeled attack is occurring [14, 21, 24]. Misuse and anomaly detection both have advantages and disadvantages. Misuse detection systems can perform focused analysis of the audit data and usually they produce few, if any, false positives. At the same time, misuse detection systems can detect only those attacks that have been modeled. Anomaly detection systems have the advantage of being able to detect previously unknown attacks. This advantage is paid for with a large number of false positives and the difficulty of training a system for a very dynamic environment.

Mobile agents have sometimes been advocated as a means to perform intrusion detection in distributed systems [13, 16, 3, 29]. In this context, intrusion detection systems are designed as mobile applications that roam the network to detect attacks and track intruders. The approach described in this paper takes a different perspective. The approach focuses on the detection of attacks against mobile agent systems and, in particular, against Aglets. Detection is achieved by instrumenting the Aglets system to produce events about the activity of mobile agents and then using a misuse detection tool to analyze the event stream. Similar approaches to auditing of mobile code have been proposed for the Anchor Toolkit [22] and to support policy verification for mobile programs [11]. Unfortunately, the former does not provide complete information about agents activity and, to the best of our knowledge, has not been implemented. The latter does not take into account the mobile agent paradigm and focuses on policy specification and access control for code on demand.

3 Architecture

The goal of our research is to develop mechanisms, techniques, and tools to support intrusion detection in the context of mobile agent systems. The approach includes the design and implementation of mechanisms for the collection of complete auditing information about mobile agent execution and the development of an intrusion detection system that uses the collected audit trails to detect attacks against both the mobile agents and the execution environments.

This paper presents the application of the approach to a particular mobile agent system, namely Aglets, version 2.0.2. Aglets is a well-known mobile agent system whose sources have been made available through the SourceForge open-source initiative [1]. In the Aglets system, mobile agents are called “aglets” and
they are implemented as threads in a Java Virtual Machine, which constitutes the execution environment\(^1\).

The system provides authentication and access control mechanisms [18], but it does not provide an auditing facility that produces information about the activity of mobile agents. To detect attacks performed by aglets, we extended the Aglets system to produce auditing information. In addition, we developed a new intrusion detection system, called AgletSTAT, to analyze the auditing information and identify evidence of malicious behavior. The resulting system allows one to detect attacks against an Aglets server. Figure 1 shows the high-level architecture of the system. The grayed components are the ones that have been developed to implement auditing in Aglets and to build the AgletSTAT intrusion detection system.

The following sections provide details about the process followed to instrument the Aglets system to produce auditing information and describe the AgletSTAT intrusion detection system.

### 4 Instrumenting the Aglets System

The open-source nature of the Aglets system allowed for the modification of the server’s code to intercept the security-relevant actions performed by aglets and log complete information about the identity of an aglet, the requested operation, the parameters of the request, the target of the operation, and the outcome of the request.

The interception of security-relevant operations was achieved by instrumenting the primitives provided by the Aglets system to support agent interaction

\(^1\) In the paper we use the term “Aglets” to denote the Aglets system, the term “Aglets server” to denote the execution environment, and the term “aglet” to denote a mobile agent.
with code that logs the information about the requested operation and the identity of the involved parties. In addition, the Java Security Manager implementation provided with the system was extended to log the parameters of both successful and failed operations.

The aglets interaction procedures that were instrumented are create, clone, dispose, dispatch, and retract. In addition, the Java Security Manager was modified to log detailed information about system-level operations. For example, logging was implemented for file operations (e.g., open, close, read, and write), socket operations (e.g., accept and listen), and system property operations (for example, the request to modify the java.home property).

To log these events, it was necessary to access the information about an executing aglet from its corresponding Java thread. A method was added to the AgletThread class. The method returns the aglet's AgletInfo structure, which contains all the information necessary to identify the aglet.

The logs produced by the auditing system are in XML format. An audit trail associated with the execution of an Aglets server is an XML document containing a series of events. The structure of an event is designed to accommodate a variety of actions that are relevant in the Aglets system. Each event contains a source, an action, and a result. An example of an event element is shown in Figure 2.

```xml
<event timestamp="Sun Jun 09 15:18:55 PDT 2002"
   server="aglets.mobilecode.net">
   <source>
      <server name="aglets.mobilecode.net" />
   </source>
   <action type="AgletAction create">
      <target>
         <server name="aglets.mobilecode.net" />
      </target>
   </action>
   <result status="success" type="aglet">
      <aglet id="971045aa51cefd03"
         creationtime="102361135255"
         class="examples.hello.HelloAglet"
         origin="http://aglets.mobilecode.net:4434/"
         codebase="http://home.greetings.com:4434/" />
   </result>
</event>
```

**Fig. 2.** An example of an event entry in the Aglets audit trail.

The **source** element is used to specify the originator of an action. The originator is either a server (which is usually the local server) or an aglet. The identity of the source is specified in the **name** property.
The action element is used to specify the operation performed by the source. This element contains a type property that defines the type of the action. In the case of actions that are specific to the Aglets system, the type property contains the keyword AgletAction, followed by the name of the operation invoked (e.g., “clone”). In the case of actions involving Java security permissions, the type property contains the name of the permission’s class (for example, java.io.FilePermission) followed by the actions associated with the permission (for example, “execute”). A target sub-element is included within the action element if the action requires additional information to specify the object of an operation.

The result element is used to specify the outcome of the operation. This element contains the property status that indicates the success or failure of the action. The property type specifies the type of data enclosed within the result tag. If there is no result data, the result element is empty and the type property is set to "none".

5 An Intrusion Detection System for Aglets

The information generated by the auditing facility of Aglets is used as input to an intrusion detection system, called AgletSTAT. AgletSTAT has been developed by leveraging the STAT framework [33]. The STAT framework provides a platform for the development of intrusion detection sensors by extending a generic runtime with domain-specific components.

The STAT framework is centered around three concepts: the STAT technique, the STATL language, and the STAT Core [31]. The STAT technique is used to represent high-level descriptions of computer attacks. Attack scenarios are abstracted into states, which describe the security status of a system, and transitions, which model the evolution between states.

STATL is an extensible language [7] that is used to represent STAT attack scenarios. The language defines the domain-independent features of the STAT technique. The STATL language can be extended to express the characteristics that are specific to a particular domain. The extension process includes the definition of a set of C++ classes that represent the events in the event stream to be analyzed. In addition, the language is extended with types and predicates that support the definition of events and the testing of domain-specific properties.

Event and predicate definitions are grouped in a language extension module. The module is compiled into a dynamically linked library (i.e., a “.so” file in a UNIX system or a DLL file in a Windows system). Once the event set and associated predicates for a language extension are available, it is possible to use them in a STATL scenario description by including them with the STATL use keyword.

STATL scenarios are matched against a stream of events by the STAT Core. The STAT Core represents the runtime of the STATL language. The STAT Core implements the domain-independent characteristics of STATL, such as the concepts of state, transition, timer, matching of events, etc. At run-time the
STAT Core performs the actual intrusion detection analysis process by matching an incoming stream of events against a number of attack scenarios.

The input event stream is provided by one or more event providers. An event provider collects events from the external environment (e.g., by obtaining packets from the network driver), creates events as defined in one or more STAT language extensions, encapsulates these events into generic STAT events, and inserts these events into the input queue of the STAT core.

In summary, a STAT-based sensor is created by developing a language extension that describes the particular domain of the application, an event provider that retrieves information from the environment and produces STAT events, and attack scenarios that describe attacks in terms of patterns of STAT events.

The AgletSTAT intrusion detection system was developed following the process outlined above. AgletSTAT was built by developing a language extension module that defines Aglets-specific events, an event provider that parses Aglets audit trails and generates Aglets events, and a number of scenarios that detect attacks by analyzing the Aglets event stream.

The AgletSTAT language extension contains the definition of the Aglets event, auxiliary types, and Aglets-specific predicates. Figure 3 shows a simplified version of the class for the Aglets event, which is an abstraction of an entry in the audit log generated by the Aglets auditing facility.

class AgletsEvent : public STATExtEvent {
public:
  Time timestamp;   // Timestamp
  AgletsComponent source; // Originator of this event
  AgletsAction action; // Action performed
  AgletsComponent target; // Target of this action
  bool outcome;       // Outcome of the operation
  AgletsActionResult result; // Result of the operation

  [...]
}

Fig. 3. The AgletsEvent defined in the AgletSTAT language extension.

The AgletSTAT event provider reads the events stored in the audit log file as they are generated. The event provider parses the XML representation of the events and creates the corresponding AgletsEvent objects. These objects are encapsulated into STAT events and inserted in the STAT Core event queue. The STAT Core extracts the events from the event queue and passes them to the active attack scenarios for analysis (see Figure 1).

Attacks are represented by specifying state-transition patterns over the stream of AgletsEvent events. An example attack scenario is shown in Figure 4. The scenario detects an aglet attempting to perform a portscan against the local
use agletstat;

scenario portscan(int threshold)
{
    global Hashtable cloneWatch;
    Hashtable portWatch;
    string agletid;
    int count = 0;

    initial state s0 {}
    state scanning {}
    state end {
        {stat_log("Aglet %s is performing a portscan", agletid);}
    }
    transition firstProbe (s0->scanning) nonconsuming {
        [AgletsEvent a]:
            (a.action.matches("java.net.SocketPermission connect,resolve") &&
                !(cloneWatch.contains(a.source.id)) &&
                (a.target.name.matches("127.0.0.1")))
            { count++; agletid = a.source.id; cloneWatch.put(agletid); portWatch.put(a.target.port); }
    }
    transition counter (scanning->scanning) consuming {
        [AgletsEvent a]:
            (a.action.matches("java.net.SocketPermission connect,resolve") &&
                (a.source.id == agletid) &&
                (a.target.name.matches("127.0.0.1")))
                !(portWatch.contains(a.target.port))
            { count++; }
    }
    transition toFinal (scanning->end) consuming {
        [AgletsEvent a]:
            (count > threshold)
            { cloneWatch.delete(agletid); }
    }
}

Fig. 4. An AgletSTAT attack scenario that detects a portscan. The scenario has been simplified with respect to the original, for the sake of exposition. For a detailed description of STATL syntax and semantics see [7]
A number of STATL scenarios have been developed to detect disclosure of sensitive information (such as accessing the password file on a UNIX system), denial-of-service attacks, and the scanning of remote systems. Note that STATL scenarios can also be used to specify intended aglet behavior. In this case, a scenario contains a state-transition description of the correct sequence of operation to be performed by an aglet. Deviations from the specification would then be detected by the system.

6 Evaluation

The evaluation of the prototype implementation addresses both the auditing system and the intrusion detection tool. The auditing system has been evaluated quantitatively by determining the overhead introduced by the logging procedures. The intrusion detection tool has been evaluated from the functionality point of view by running malicious aglets and analyzing the effectiveness of the detection process.

6.1 The Auditing System

The evaluation of the auditing system was carried out on a system with dual Celeron CPUs clocked at 533 MHz, 384 MB of RAM, and an IBM 7200 rpm hard disk with a DMA-33 interface. The operating system was Linux, kernel version 2.4.16, with Java SDK 1.3.1.

To test the overhead introduced by the auditing system three aglets were developed, namely CpuBound, IObound, and Mixed. The CpuBound aglet performs purely computational operations with doubles, integers, and longs. The IObound aglet is designed to stress-test the auditing system. The aglet simply opens and closes files in a loop, flooding the auditing system with logging requests. The Mixed aglet was designed to be a compromise between CpuBound and IObound. This aglet opens a file and writes some data to it while doing some computations. Then, the aglet closes the file and opens it again to read the data, while doing more computations. All the aglets have the ability to spawn a specified number of clones of themselves.

Each aglet was run on both the original Aglets system and the instrumented version with 0, 9, and 24 clones, resulting in a total of 1, 10, and 25 aglets running simultaneously. Each test was executed 10 times. The CpuBound aglet was run for 50 million iterations with 1 aglet, 10 million iterations per aglet with 10 aglets, and 4 million iterations with 25 aglets. The IObound aglet was run for 20 thousand iterations with 1 aglet, 2 thousand iterations with 10 aglets, and one thousand iterations with 25 aglets. The Mixed aglet was run for 3 thousand iterations with 1 aglet, 500 iterations with 10 aglets, and 200 iterations with 25
aglets. The number of iterations for each test was chosen so that all the tests would take are roughly the same time. The setup was identical for each test.

The results of the tests are provided in Table 1. The table contains the execution time required by each test, in milliseconds. An average value is provided for each set of tests. The performance overhead is computed comparing the results for the original system with the results for the instrumented version.

<table>
<thead>
<tr>
<th></th>
<th>CpuBound</th>
<th>IOBound</th>
<th>Mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>aglets</td>
<td>1 10 25</td>
<td>1 10 25</td>
<td>1 10 25</td>
</tr>
<tr>
<td>Original Aglets</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63.834</td>
<td>63.120</td>
<td>63.987</td>
<td>24.455</td>
</tr>
<tr>
<td>62.050</td>
<td>62.871</td>
<td>63.862</td>
<td>24.145</td>
</tr>
<tr>
<td>62.104</td>
<td>63.179</td>
<td>64.102</td>
<td>24.453</td>
</tr>
<tr>
<td>62.066</td>
<td>62.810</td>
<td>63.916</td>
<td>24.559</td>
</tr>
<tr>
<td>62.067</td>
<td>62.820</td>
<td>64.004</td>
<td>24.186</td>
</tr>
<tr>
<td>62.046</td>
<td>63.080</td>
<td>64.298</td>
<td>24.298</td>
</tr>
<tr>
<td>Modified Aglets</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62.239</td>
<td>62.891</td>
<td>64.035</td>
<td>24.433</td>
</tr>
<tr>
<td>Overhead</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.36%</td>
<td>0.18%</td>
<td>0.36%</td>
<td>194.74%</td>
</tr>
</tbody>
</table>

Table 1. Performance evaluation of the modified Aglets system.

The impact of auditing is clear in the case of the IOBound aglet. This aglet represents the absolute worst possible case for the performance of the auditing system. Every time the IOBound aglet accesses a file, the logging system has to log the request, which creates considerable overhead. The worst case shows a three-fold increase in time with respect to the original Aglets system. The Modified\footnote{Note that although this aglet is called “Mixed”, the aglet is still very file-system intensive and generates a large number logging requests.}
aglet produced an overhead between 15% and 20%. This overhead is comparable to the overhead introduced by operating system-level auditing facilities [23]. Note that the auditing mechanism introduced into Aglets can be selectively disabled. The tests described here were performed with full logging.

6.2 Evaluating the Intrusion Detection System

The evaluation of the intrusion detection functionality of AgletSTAT was performed by developing a number of malicious aglets and STATL scenarios to detect the attacks.

A first class of malicious aglets perform denial-of-service attacks that attempt to monopolize and/or overload system resources in various ways. The first example is the CloneBomb aglet. This aglet generates hundreds of clones of itself. The cloned aglets also generate clones of themselves in a recursive fashion. While inelegant, this attack is extremely effective at monopolizing system resources and proved to be difficult to halt because explicitly disposing of one aglet has no effect. Fortunately, the auditing facility added to the Aglets system logs all aglet-level actions. Therefore, it was possible to develop a scenario to detect excessive cloning. A simple scenario could shut down the server in the case of a clone attack, while a more sophisticated scenario could attempt to explicitly kill all cloning aglets.

Another type of denial-of-service attack proved to be undetectable. In this attack, an aglet, called WindowBomb, simply spams the screen with a large number of windows. The aglet uses a collection object to prevent garbage collection of the window objects. Window creation operations cannot be logged properly because the Java security model does not allow for the interception of these events. The WindowBomb aglet would be difficult to stop if combined with the CloneBomb aglet, although in this case the attack would generate copious audit information and would be easily detected.

A second class of attacks exploits the aglet interaction procedures provided by the Aglets system. An example of this attack is an aglet called KillBomb that sends a "dispose" message to every other aglet in the system. The actions necessary to perform this attack are clearly visible in the logs, and a STAT scenario has been developed to detect the attack.

The test of the intrusion detection system also included the execution of attacks that attempt to access security-relevant system properties (e.g., java.home or user.name) and sensitive files in the operating system (e.g., /etc/passwd). These attacks were blocked by the Java Security Manager and logged by the auditing system. STAT scenarios to detect these attempts were developed.

7 Conclusions and Future Work

The goal of our research work is to develop mechanisms and tools to perform intrusion detection in the context of mobile agent systems. Detection of malicious activity performed by the agents is achieved by instrumenting a mobile
agent system to generate complete and meaningful auditing information and then analyzing the audit trail using an intrusion detection system.

This paper introduces the general approach and describes its application to the Aglets mobile agent system. The Aglets system was extended to generate auditing information about the actions of mobile agents. In addition, a STAT-based sensor was developed to analyze the audit trail and a number of attack scenarios were developed. The overhead of the auditing system and the effectiveness of detection were evaluated.

Future work will focus on extending this approach in a number of ways. First of all, we will take advantage of the lessons learned in developing our prototype to design a system-independent auditing facility for mobile agent systems. By doing this, a number of mobile agent systems can benefit from the services provided by the auditing mechanism. In order for the auditing facility to be easily included into different mobile agent systems, it is necessary to define both a standardized service interface and a common audit record format. A well-defined common audit trail format would be beneficial to both the intrusion detection and the mobile agent communities. It would support component and preprocessor reuse, simplify data sharing among different systems, and allow for the merging of different event streams.

As a second step, we plan to investigate how intrusion detection can be performed on audit trails collected on different execution environments. Mobile agents can roam from server to server and generate an audit trail at each of the visited hosts. As a consequence, the manifestation of an intrusion may span different hosts or even different mobile agent systems. Therefore, it is necessary to devise a mechanism to reliably collect the audit streams associated with the entire lifetime of an agent. Unfortunately, mobile agent systems may be administered by different authorities with different levels of security and conflicting goals. The collection mechanism should ensure that the audit records associated with the actions of an agent within a server cannot be modified illegally by either the server or the roaming agent.

We plan to build on the cryptographic tracing mechanism introduced in [30]. The mechanism generates a chain of signed checksums of the agent’s state and audit trail. The signed checksums are computed at each of the servers visited by an agent. This mechanism makes it impossible for either a server or an agent to tamper with the agent audit trail without being detected. The collected traces are the basis for detecting both attacks against mobile agent systems and attacks against mobile agents.
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