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Abstract—This paper proposes an online optimal tracking algorithm to provide the desired voltage magnitude and frequency at the load. This eventually will work as a DC/AC microinverter that with appropriate switching of semiconductor devices will convert low DC voltage to high AC voltage. An $L - C$ filter is used to reduce the effects caused by switching semiconductor devices. The proposed control scheme ensures a good tracking of an exosystem that provides the desired voltage magnitude and frequency. It builds upon the ideas of approximate dynamic programming (ADP) and uses only partial information of the system and exosystem. A Lyapunov stability proof ensures that the closed-loop system is asymptotically stable. Finally, simulations show the effectiveness of the proposed approach.
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I. INTRODUCTION

Optimal control offers a significant framework for savings by optimizing the functional behavior of any power system. Independent electric energy systems are untethered from the electrical utility grid. Their common bond is energy storage (i.e. batteries), which absorbs and releases energy in the form of direct current (DC) electricity. Increasing use of renewable energy sources [5] with intermittent generation requires more flexible (“smarter”) ways of balancing power consumption and generation. In contrast, the utility grid supplies with alternating current (AC) electricity. AC is used for grid service because it is more practical for long distance transmission.

There are ways to use DC directly, but for a modern lifestyle, one needs a voltage source inverter (VSI) for the vast majority of the appliances. VSIs are involved in a wide range of applications including electric motor drivers, electric/hybrid cars power supply, naval ships, or industrial power systems [2]. Today the inverters have lower losses, better power quality, are cheaper and more available for high power applications. The same converters can operate with reverse power flow and transfer power from the system alternating voltage DC system voltage. In this case they are called rectifiers [9]. Thus, the inverter DC/AC can be used in a multitude of applications and successfully replace the operation of other electronic devices power as the rectifier diodes or thyristors. The control of VSI has become an important research topic, and many control methods have been proposed to optimize its performance. Control schemes that are usually designed for power system models are simplified and even if good power system models exist, they never represent truly the real power system. To overcome this problem, one needs to design robust algorithms that adapt themselves to the changing environment by adjusting their performance and allowing plant uncertainties. Reinforcement learning methods allow learning of new controllers based on the interactions with the environment [15].

Related work

Control systems for power systems [14] and specifically for voltage inverters usually use PI control [21], deadbeat control [11], or a combination of them [4], [20] delta modulation, hysteresis control [26], or even more complex multivariable feedback control [8], [16], [17], [27]. Most of the aforementioned control algorithms are performed in the phasor domain and use modulation techniques without optimality guarantees. A basic designer dilemma is the compromise between the number of measurements and the complexity of the circuit that the control system uses. Control systems that measure less variables are being implemented with increased complexity. The variables that cannot be measured in the circuit, need to be identified with observers [3], [4]. The observers enter a delay in the system because of the increased calculations and complexity. In practice it is impossible to know exactly all the parameters of the filter connected to the inverter since most of them change with time. It is necessary that the control system allows uncertainties without losing its optimal performance.

Recently, computational intelligence methods have been used widely in optimizing excitation controllers and maintaining the appropriate terminal voltage, increase real-time responsiveness to changing power loads, component failures, improvement of transient behavior of power systems by using optimal neuro-adaptive control ideas [7], [18], [22]. A recent survey stating the need for computational intelligent controllers that allows the smart grid to self-heal, resist attacks, allow dynamic optimization of the operation, improve power quality and efficiency is presented in [24]. The authors in [12] present and apply a robust ADP framework to handle parameter uncertainties in a two-machine power system. The chapter in [23] presents application examples through simulations and experiments in the field of power systems control using adaptive-critic designs but most of them require full knowledge of the power system dynamics and are designed for discrete-time systems.
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Contributions

The contributions of the present paper are threefold. First, this paper proposes a new ADP algorithm with the ability to produce high AC voltage from low DC voltage by optimizing a prescribed performance. Also, the proposed framework does not require any plant parameter estimation, but instead, plant information is used to find the controller parameters directly online. An exosystem is used to produce a potentially unknown frequency and amplitude to the load. The algorithm implemented only requires measurements of the current, the voltage and the value of the inductance $L$, in the $L - C$ filter connected to the voltage source inverter. By using an appropriate value for the user defined matrix in the performance we can achieve asymptotic tracking of the exosystem with guaranteed optimality.

Organization

The paper is structured as follows. Section II formulates the problem of converting low DC voltage to high AC voltage with guaranteed performance. In Sections III, we present an integral reinforcement learning algorithm to solve the optimal control voltage source inverter problem online with partial information. Simulation results showing the efficacy of the approach are presented in Section IV. Finally Section V concludes and talks about future work.

Notation: For the ease of readers, we provide here a partial notation list. Thus, $\mathbb{R}^+$ denotes the set $\{x \in \mathbb{R} : x > 0\}$. Moreover we write $\lambda(M)$ for the minimum eigenvalue of matrix $M$ and $\bar{\lambda}(M)$ for the maximum.

II. PROBLEM FORMULATION

The goal is to design an intelligent control algorithm to convert low DC voltage to high AC voltage by appropriately opening and closing switches to achieve $\pm V_{dc}$, namely a single phase inverter, with guaranteed optimal performance and with the least knowledge of the system.

In order to achieve the desired frequency and magnitude at the load (in the form of $V_C = \sqrt{2}V \cos(\omega_0 t + \zeta)$ where $V$ is the rms value of the phase voltage, $\omega_0 \in \mathbb{R}^+$ is the frequency and $\zeta$ is the phase angle) we will use the following antistable ($\text{Re}(\sigma(Z) = 0)$) exosystem initialized at the right amplitude as,

$$
\dot{Z} = AZ = \begin{bmatrix}
0 & \omega_0 \\
-\omega_0 & 0
\end{bmatrix} Z, \quad Z(0) = \begin{bmatrix}
\sqrt{2} & 110 \\
0 & 0
\end{bmatrix},
$$

where $Z \in \mathbb{R}^2$ is the state of the exosystem and $y_z$ its output. The diagram shown in Figure 1(a), presents the structure of a simple inverter. Figure 1(b) shows the inverter filtered with an $L - C$ filter, to reduce the switching harmonics entering the distribution network.

Before we proceed with the design of the performance, consider an inverter with an $L - C$ filter as shown in Figure 1(b) and a linear resistive load for simplicity in the subsequent analysis. We shall see later that our proposed algorithm is independent of the load and hence can be modeled by any linear or nonlinear functions.

A. State Space Description

The state-space description of the system shown in Figure 1(b) is given by

$$
\dot{x} = Ax + Bu = \begin{bmatrix}
\frac{R}{1/C_{ap}} & -\frac{1}{C_{ap}L_2} \\
-\frac{1}{L_2} & \frac{1}{C_{ap}L_2}
\end{bmatrix} x + \begin{bmatrix}
\frac{1}{L} \\
0
\end{bmatrix} u, \quad (3)
$$

$$
y = C^T x = \begin{bmatrix}
0 & 1
\end{bmatrix} x, \quad (4)
$$

where the states are $x_1 = i$, $x_2 = V_C$, the output is the voltage across the load and the control input is $u \in \mathbb{R}$ and comes from the inverter.

It is convenient to write the output error $e_{rr} \in \mathbb{R}$ that we would like to drive to zero as,

$$
e_{rr} = y - y_z = C^T x - C_{Z}^2 Z = \begin{bmatrix}
0 & 1
\end{bmatrix} x - \begin{bmatrix}
1 & 0
\end{bmatrix} Z.
$$

B. Performance Design

We need to design a performance index that tracks an exosystem given by (1)-(2) with an unknown frequency by spending the least energy and mapping the input voltage inside the interval $[-V_{dc}, V_{dc}]$. We shall see later that this interval will be finally mapped to $\pm V_{dc}$.

It is desired to minimize an infinite horizon cost functional, but if the optimal tracking control methodology is applied directly for the system (3)-(4) then the performance index should be,

$$
J(x(0), e_{rr}(0), u) = \int_0^\infty (x^T Q x + R_s(u) + e_{rr}^T Q_e e_{rr}) dt \quad (5)
$$

where $Q, Q_e$ are user defined nonnegative matrices of appropriate dimensions and to force bounded inputs $|u| \leq V_{dc}$ one has to use $R_s(u) = 2 \int_0^u (\theta^{-1}(v))^T dv$, $\forall u$ with $v \in \mathbb{R}$ and $\theta(\cdot)$ a continuous one to one real analytic integrable function of class $C_\mu$, $\mu \geq 1$ used to map the interval $[-V_{dc}, V_{dc}]$ on to $\mathbb{R}$. The term $x^T Q x$ constrains the states.
(current, voltage) to encourage a smooth response, whereas the term $\epsilon_t^2 Q \epsilon_t$ wants to achieve tracking. Thus the two objectives are conflicting. Hence, the performance index just defined can only regulate and not track.

Hence the next step is to define the tracking problem as a regulator problem following [1]. For that reason we will use an augmented system $\tilde{x} := \begin{bmatrix} x \\ z \end{bmatrix} \in \mathbb{R}^4$. The dynamics of the augmented state are given by,

$$
\dot{\tilde{x}} = \begin{bmatrix} A & 0_{2 \times 2} \\ 0_{2 \times 2} & A_Z \end{bmatrix} \tilde{x} + \begin{bmatrix} \frac{1}{T} \\ 0_{2 \times 2} \end{bmatrix} u,
$$

with $0_n = \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix}$ and $O_{n \times n} = \begin{bmatrix} 0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 0 \end{bmatrix}$. The following result follows from [1].

**Lemma 1:** An identical performance index to (5) that tracks the desired exosystem can be defined as,

$$
J(\tilde{x}(0), u) = \int_0^\infty (R_s(u) + \tilde{x}^T \tilde{Q} \tilde{x}) dt,
$$

where one has to restrict,

$$
\tilde{Q} := \begin{bmatrix} \tilde{Q}_{11} & \tilde{Q}_{12} \\ \tilde{Q}_{21} & \tilde{Q}_{22} \end{bmatrix}
$$

with

$$
\begin{align*}
C_r &= [I - C(C^T C)^{-1} C^T], \\
\tilde{Q}_{11} &= C_r^T Q C_r + C_q C_r^T, \\
\tilde{Q}_{12} &= -C_r^T Q C_r + C_q C_r^T, \\
\tilde{Q}_{21} &= -C_r^T Q C_r + C_q C_r^T, \\
\tilde{Q}_{22} &= C_r^T Q C_r + C_q C_r^T.
\end{align*}
$$

**Proof.** For the proof the reader is directed to [1].

**Remark 1:** Note that a choice for $R_s(u)$ could be $R_s(u) := 2 \int_{V_{dc}} \left( V_{dc} \tanh^{-1} \left( \frac{V_{dc}}{V_{dc}} \right) \right)^2 dt$. The ultimate goal is to find the optimal cost function $V^*$ defined by,

$$
V^*(\tilde{x}(t)) := \min_u \int_0^\infty (R_s(u) + \tilde{x}^T \tilde{Q} \tilde{x}) dt, \forall t \geq 0,
$$

subject to the constraint (6) and given bounded inputs inside the interval $[-V_{dc}, V_{dc}]$.

III. PARTIAL INFORMATION OPTIMAL TRACKING CONTROL PROBLEM

A. Hamiltonian and Integral Reinforcement Learning

One can define the Hamiltonian associated with (7) and (9) (with $V^*$ the optimal cost function) as,

$$
H(\tilde{x}, u, \frac{\partial V^*}{\partial \tilde{x}}) = (R_s(u) + \tilde{x}^T \tilde{Q} \tilde{x}) + \tilde{x}^T \frac{\partial V^*}{\partial \tilde{x}} \left( \begin{bmatrix} A & 0_{2 \times 2} \\ 0_{2 \times 2} & A_Z \end{bmatrix} \tilde{x} + \begin{bmatrix} \frac{1}{T} \\ 0_{2 \times 2} \end{bmatrix} u \right), \forall \tilde{x}, u.
$$

We want to find the control input $u(t)$ such that (7) is minimized. Hence we will employ the stationarity condition in the Hamiltonian (10) and we will have

$$
\frac{\partial H(\tilde{x}, u, \frac{\partial V^*}{\partial \tilde{x}})}{\partial u} = 0 \Rightarrow u^* = -\frac{\left( \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right)^T \frac{\partial V^*}{\partial \tilde{x}}}{\frac{1}{2}}.
$$

**Remark 2:** Note that the control input does not depend on $A, A_Z, C, C_r.$

The optimal cost and the associated constrained optimal control satisfy the following Hamilton-Jacobi-Bellman (HJB) equation,

$$
H^*(\tilde{x}, u^*) \frac{\partial V^*}{\partial \tilde{x}} = (R_s(u^*) + \tilde{x}^T \tilde{Q} \tilde{x}) + \frac{\partial V^*}{\partial \tilde{x}} \left( \begin{bmatrix} A & 0_{2 \times 2} \\ 0_{2 \times 2} & A_Z \end{bmatrix} \tilde{x} + \begin{bmatrix} \frac{1}{T} \\ 0_{2 \times 2} \end{bmatrix} u^* \right) = 0, \forall \tilde{x}.
$$

Since the dynamics are required in (12), one needs to find a formulation that allows uncertainties in the dynamics. For that reason we can use an integral reinforcement learning formulation [25] to avoid knowledge of the dynamics for both the system and the exosystem. It has proven in [25] that (10) and the following formulation are equivalent,

$$
V(\tilde{x}(t-T)) = \int_{t-T}^t \left( R_s(u) + \tilde{x}^T \tilde{Q} \tilde{x} \right) d\tau + V(\tilde{x}(t)), t \geq 0
$$

where $T \in \mathbb{R}^+$ is a small time interval that defines how fast we take measurements.

**Remark 3:** Equation (13) means that we collect information for the state and the control input in the interval $[t-T, t]$ which is tied to learning. This means that in order to collect a large amount of information one needs to pick $T$ sufficiently small however as we will see in the subsequent analysis the convergence will be independent of $T$.

The next Theorem proves the existence of the optimal control solution.

**Theorem 1:** Suppose there exists a positive definite function $V \in C^1$ that satisfies the HJB (12) with $V(0) = 0$. The closed-loop system with,

$$
u = -\theta \left( \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right)^T \frac{\partial V}{\partial \tilde{x}}
$$

is asymptotically stable. Moreover the control policy (14) is optimal.

**Proof.** If $V$ satisfies (12) then it also satisfies (10). The orbital derivative along solution (6) and (11) is,

$$
\dot{V} = \frac{\partial V}{\partial \tilde{x}} \dot{\tilde{x}} = \frac{\partial V}{\partial \tilde{x}} \left( \begin{bmatrix} A & 0_{2 \times 2} \\ 0_{2 \times 2} & A_Z \end{bmatrix} \tilde{x} + \begin{bmatrix} \frac{1}{T} \\ 0_{2 \times 2} \end{bmatrix} u \right) = -R_s(u) - \tilde{x}^T \tilde{Q} \tilde{x} \leq -\lambda(Q) \| \tilde{x} \| \leq 0
$$

where we used (12) with $u$ given by (14). Hence the equilibrium point of (6) is asymptotically stable.

Since the function $V$ is smooth, zero at zero and converge to zero as $t \to \infty$ we can write (7) as,

$$
\begin{align*}
J(\tilde{x}(0); u) &= \int_0^\infty (R_s(u) + \tilde{x}^T \tilde{Q} \tilde{x}) dt + V^*(\tilde{x}(0)) + \int_0^\infty V^* dt \\
&= \int_0^\infty (R_s(u) + \tilde{x}^T \tilde{Q} \tilde{x}) dt + \int_0^\infty V^* dt \\
&+ \int_0^\infty \frac{\partial V^*}{\partial \tilde{x}} \left( \begin{bmatrix} A & 0_{2 \times 2} \\ 0_{2 \times 2} & A_Z \end{bmatrix} \tilde{x} + \begin{bmatrix} \frac{1}{T} \\ 0_{2 \times 2} \end{bmatrix} u \right) dt.
\end{align*}
$$
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Note that \( V^\ast \) satisfies the HJB (12) and \( u^\ast \) is the optimal policy for the controller given by (11). By subtracting zero we have,

\[
J(\tilde{x}(0); u) = \int_0^\infty \left( 2 \int_0^u (\theta^{-1}(v))T dv \\
- \int_0^u \left( \theta^{-1}(v) \right)^T dv \right) \frac{\partial V^\ast}{\partial x} \left( \tilde{x} - \tilde{x}(0) \right) + V^\ast(\tilde{x}(0)) dt + V^\ast(\tilde{x}(0)).
\]

(15)

By noting that, \( \frac{\partial V^\ast}{\partial x} \left[ \frac{1}{\theta} \right] = -2\theta^{-T}(u^\ast) \) in (15) we can write,

\[
J(\tilde{x}(0); u) = \int_0^\infty \left( 2 \int_0^u (\theta^{-1}(v))T dv \\
- \int_0^u \left( \theta^{-1}(v) \right)^T dv \right) \left( \theta^{-1}(v)^T (u - u^\ast) \right) dt + V^\ast(\tilde{x}(0)).
\]

We can complete the squares and hence we have,

\[
J(\tilde{x}(0); u) = \int_0^\infty \left( 2 \int_0^u (\theta^{-1}(v))T dv \\
- \int_0^u \left( \theta^{-1}(v) \right)^T dv \right) \left( u - u^\ast \right)^2 dt + V^\ast(\tilde{x}(0)).
\]

Now by setting \( u = u^\ast \) the following result follows,

\[
J^\ast(\tilde{x}(0); u^\ast) = V^\ast(\tilde{x}(0)) \leq J(\tilde{x}(0), u).
\]

**B. Actor/Critic Solution**

The first step to solve the HJB equation (12) is to approximate the value function \( V^\ast(\tilde{x}) \) from (9). The value function can be represented using a critic neural network with \( N \) neurons as,

\[
V^\ast = W^T \phi(\tilde{x}) + \epsilon, \quad \forall \tilde{x}
\]

(16)

where \( W^* \in \mathbb{R}^N \) and \( \phi(\tilde{x}) \) are the ideal weights bounded as \( ||W^*|| \leq W_{\text{max}} \) and \( \phi(\tilde{x}) \) is a bounded continuously differentiable basis function \( ||\phi|| \leq \phi_{\text{max}} \) and \( \epsilon \) is the residual error such that \( \sup_{\tilde{x}} ||\epsilon|| \leq \epsilon_{\text{max}} \) and \( \sup_{\tilde{x}} \left| \frac{\partial \phi}{\partial \tilde{x}} \right| \leq \epsilon_{\text{max}} \). The basis set is selected such that \( N \to \infty \), the functions \( \phi \) provide a complete independent basis for \( V^\ast \).

By substituting (16) into (11) one has,

\[
u^\ast = -\theta \left[ \frac{1}{2} \sum_{i=1}^N \theta_i \frac{\partial \phi}{\partial \tilde{x}} \right] T \left( \frac{\partial \phi}{\partial \tilde{x}} W^* + \frac{\partial \epsilon}{\partial \tilde{x}} W^* \right).
\]

(17)

The optimal tracking control policy (17) can be approximated by an actor neural network as follows,

\[
u^\ast = W^T \phi_u(\tilde{x}) + \epsilon_u(\tilde{x}), \quad \forall \tilde{x}
\]

where \( W_u^* \in \mathbb{R}^N \) are the optimal weights, \( \phi_u(\tilde{x}) \) are the NN activation functions defined similarly to the critic NN, \( N \) is the number of neurons in the hidden layer and \( \epsilon_u \) is the actor approximation error. Note that the NN activation functions must define a complete independent basis set such that \( u^\ast \) is uniformly approximated.

**Assumption 1**: The approximation error \( \epsilon_u \) is bounded by a known constant \( \epsilon_u\text{max} \in \mathbb{R}^+ \). Furthermore the activation functions \( \phi_u \) are upper bounded by \( \phi_u\text{max} \in \mathbb{R}^+ \).

By using (17) into (13) one has,

\[
W^T \phi(\tilde{x}(t)) = W^T \phi(\tilde{x}(t-T))
\]

\[
+ \int_{t-T}^t (R_s(u^\ast) + \dot{x}^T \dot{x}) dt = \epsilon_u.
\]

where \( \epsilon_u \) is bounded on \( \mathbb{R}^N \) and \( T > 0 \).

We define the integral reinforcement as

\[
\pi(t) = \int_{t-T}^t (R_s(u^\ast) + \dot{x}^T \dot{x}) dt, \quad t \geq 0
\]

and now (13) can be written as,

\[
W^T \Delta \phi(\tilde{x}(t)) + \pi(t) = \epsilon_u,
\]

where \( \Delta \phi(\tilde{x}(t)) := \phi(\tilde{x}(t)) - \phi(\tilde{x}(t-T)) \) and \( \epsilon_u \) is a function of the residual error \( \epsilon \).

The value function and optimal policy using current estimates \( \tilde{W} \) and \( \tilde{W}_u \) respectively of the ideal weights \( W^* \) and \( W^*_u \) are given by the following critic and actor neural networks,

\[
\dot{\tilde{V}} = \tilde{W}^T \phi(\tilde{x}(t)), \quad \forall \tilde{x}
\]

(18)

\[
\dot{\tilde{u}} = \tilde{W}_u^T \phi_u(\tilde{x}(t)), \quad \forall \tilde{x}.
\]

(19)

Now after using the approximations for \( \dot{\tilde{V}} \) given by (18) and for \( \dot{\tilde{u}} \) given by (19), we can write the measurable form of (13) as the error \( e \in \mathbb{R} \) given by,

\[
e = \tilde{W}^T \Delta \phi(\tilde{x}(t)) - \tilde{\pi}, \quad \forall \tilde{x}
\]

where \( \tilde{\pi} := \int_{t-T}^t (R_s(u) + \dot{x}^T \dot{x}) dt \). In order to drive the error \( e \) to zero, one has to pick the neural networks weights appropriately using adaptive control techniques [10].

For that reason it is desired to select the critic weights \( \tilde{W} \) to minimize a squared error of the form \( E = \frac{1}{2} e^2 \). The gradient descent algorithm gives,

\[
\tilde{W} = -\alpha \frac{\Delta \phi(\tilde{x}(t))}{(\Delta \phi(\tilde{x}(t))^T \Delta \phi(\tilde{x}(t)) + 1)^2} (\Delta \phi(\tilde{x}(t))^T \tilde{W} + \tilde{\pi}),
\]

(20)

where \( \alpha \in \mathbb{R}^+ \) determines the speed of convergence. Define the critic and actor estimation errors as,

\[
\tilde{W} := W^* - \tilde{W}; \quad \tilde{W}_u := W_u^* - \tilde{W}_u.
\]

The critic error dynamics can be written as,

\[
\dot{\tilde{W}} = -\alpha \frac{\Delta \phi(\tilde{x}(t))}{(\Delta \phi(\tilde{x}(t))^T \Delta \phi(\tilde{x}(t)) + 1)^2} \tilde{W}
\]

\[
+ \alpha \frac{\Delta \phi(\tilde{x}(t))}{(\Delta \phi(\tilde{x}(t))^T \Delta \phi(\tilde{x}(t)) + 1)^2} \epsilon_u = -N_{\text{om}} + p_{\text{er}},
\]

(21)

where \( N_{\text{om}} \) is the nominal system and \( p_{\text{er}} \) is the perturbation due to the error \( \epsilon_u \).

**Theorem 2**: Let the tuning of the critic neural network be given by (20). Then the nominal system \( N_{\text{om}} \) from (21) is exponentially stable with its trajectories satisfying \( ||\tilde{W}(t)|| \leq ||\tilde{W}(t_0)|| e^{-\kappa_1 (t-t_0)} \), for \( t > t_0 \geq 0 \), for some \( \kappa_1, \kappa_2 \in \mathbb{R}^+ \) provided that the signal \( M := \frac{\Delta \phi(\tilde{x}(t))}{(\Delta \phi(\tilde{x}(t))^T \Delta \phi(\tilde{x}(t)) + 1)} \) is persistently exciting over the interval \([t, t + T_{\text{PE}}]\) with \( \int_{t}^{t+T_{\text{PE}}} MM^T dt \geq \beta I \).


Now define the actor error \( e_u \in \mathbb{R} \) as,

\[
e_u := \tilde{W}_u^T \phi_u + \theta_1 \frac{1}{2} \left[ \frac{1}{\theta} \right] T \left( \frac{\partial \phi}{\partial \tilde{x}} \tilde{W} \right).
\]
The objective is to select $\hat{W}_u$ such that the following criterion is minimized,
\[ E_u = \frac{1}{2} e^T u e_u. \] (22)

The tuning for the actor weights $\hat{W}_u$ can be found by applying gradient descent to (22),
\[ \dot{\hat{W}}_u = -\alpha_u \phi_u \hat{W}_u^T \phi_u + \theta \frac{1}{2} \left[ \frac{1}{0_3} \right]^T \left( \frac{\phi^T u}{e_x^T e_x} \right) \phi_u, \] (23)
where $\alpha_u \in \mathbb{R}^+$ determines the speed of convergence.

Using a similar approach with the critic error dynamics we can write the actor error dynamics as,
\[ \dot{\hat{W}}_u = -\alpha_u \phi_u \phi_u^T \hat{W}_u - \alpha_u \phi_u e_u \]
\[ -\alpha_u \phi_u \theta \left( \frac{1}{2} \hat{W}_u + \frac{1}{0_3} \right) - \alpha_u \phi_u \theta \left( \frac{1}{2} \phi_u \right) \left[ \frac{1}{0_3} \right], \] (24)

Remark 4: Note that in order to implement the algorithm one needs to measure the current and the voltage of the $L-C$ filter and needs to know only the $L$, since only $L$ appears in the neural network tuning laws.

Note that the control input (19) has to provide DC voltage $\pm V_{dc}$ and not inside $[-V_{dc}, V_{dc}]$. For that reason one should pass the control input from a hard limiter that limits its output to $\pm V_{dc}$, i.e.
\[ \hat{u}_{dc} = V_{dc} \theta_{\text{lim}}(\hat{u}); \theta_{\text{lim}}(\hat{u}) = \begin{cases} -1, & \hat{u} < 0 \\ 1, & \hat{u} = 0 \end{cases}. \]

A block diagram showing the proposed control architecture for the voltage source inverter is shown in Figure 2.

Fig. 2. Visualization of the proposed control architecture for a voltage source inverter where $T$ represents how fast we are taking measurements of the the exosystem and the voltage and the current of the filter by opening and closing three switches. Note that the dashed line shows that the actor is being tuned based on the performance which is computed by the critic NN.

C. Convergence and Stability Analysis

Fact 1: The following normalized signal satisfies,
\[ \frac{\Delta \phi(\hat{x}(t))}{(\Delta \phi(\hat{x}(t))^2 + \Delta \phi(\hat{x}(t)) + 1)} \leq \Delta_{\text{max}} := \frac{1}{2}. \] (25)

Moreover, the following bounds are used to simplify the results from the following Theorem and are consequences of previous Assumptions.

To deal with the presence of the neural network approximation errors and known bounds [19], and obtain an asymptotically stable closed-loop system one needs to add a robustifying term to the closed loop system of the form,
\[ \eta(t) = -\left[ \frac{1}{0_3} \right] \frac{||\hat{x}||^2}{K_1 + ||\hat{x}||^2} K_2, \] (26)
where $K_1, K_2 \in \mathbb{R}^+$ satisfy,
\[ K_2 > L \left[ \frac{K_1 + ||\hat{x}||^2}{||\hat{x}||^2} \left( \frac{W_{\text{max}} \phi_{\text{max}} + \varepsilon_{\text{max}}}{L} \right) \phi_{\text{max}} + \varepsilon_{\text{max}} \right] \]
\[ + \left( \frac{W_{\text{max}} \phi_{\text{max}} + \varepsilon_{\text{max}}}{L} \right)^2 + \left( 2 \Delta_{\text{max}} \varepsilon_{\text{max}} \right)^2 \]
\[ + \left( \phi_{\text{max}} \varepsilon_{\text{max}} + 2 \phi_{\text{max}} \varepsilon_{\text{max}} V_{\text{dc}} \right)^2 \right]. \] (27)

The system dynamics (6) by using the robustifying term (26) can be written as,
\[ \dot{x} = \begin{bmatrix} A & 0_{2 \times 2} \\ 0_{2 \times 2} & A \end{bmatrix} \dot{x} \\ + \left[ \frac{1}{0_3} \right] \left( \frac{W_{\text{max}} - \hat{W}_u}{\phi_u(\hat{x}) - K_2} \frac{||\hat{x}||^2}{K_1 + ||\hat{x}||^2} \right). \] (28)

The following theorem is the main result and proves asymptotic stability of the overall system and convergence to the optimal solution.

Theorem 3: Consider the dynamics (6) with the control input given by (19) and the $\hat{Q}$ picked according to (8). The tuning laws for the critic and actor neural network are given by (20) and (23) respectively and the learning information collecting interval $T$ is picked sufficiently small. Then the equilibrium point of $(\hat{x}(t), W(t), \hat{W}_u(t))$ is asymptotically stable for all $(\hat{x}(0), W(0), \hat{W}_u(0))$ and the output of the system at the load provides the appropriate voltage frequency and magnitude by following the exosystem, provided that the following inequalities are satisfied,
\[ \phi_{\text{max}} \geq 1; \alpha \geq \frac{1}{2}. \] (29)

Remark 5: The persistence of excitation (PE) condition is standard in adaptive control techniques [10] and very important for neural network convergence. The PE ensures that the time varying signal $\frac{\Delta \phi(\hat{x}(t))}{(\Delta \phi(\hat{x}(t))^2 + \Delta \phi(\hat{x}(t)) + 1)}$ rotates sufficiently in space.
D. Proof of Theorem 3

Proof. Consider the following Lyapunov equation \( V : \mathbb{R}^4 \times \mathbb{R}^N \times \mathbb{R}^{N^2} \to \mathbb{R} \) for all \( t \geq 0 \) defined as,
\[
V = V^* + V_c + V_u,
\]
where \( V^* \) is the optimal value function and \( V_c := \| \hat{W} \|^2 \) is a Lyapunov function for the critic error dynamics given by (21).

By taking the time derivative of (29) (first term with respect to (27), second term with respect to the perturbed critic estimation error dynamics (21) as shown in Theorem 2, and substitute the actor error dynamics from (24)) and grouping the terms together, one has,
\[
\dot{V} = \frac{\partial V^*}{\partial \hat{x}} \left( \left[ \begin{array}{cc} A & 0_{2 \times 2} \\ 0_{2 \times 2} & A_Z \end{array} \right] \hat{x} + \left[ \begin{array}{c} \frac{1}{2} \\ 0_{3} \end{array} \right] \left( (W_u - \hat{W}_u)^T \phi_u(\hat{x}) - K_2 \frac{\| \hat{x} \|^2}{K_1 + \| \hat{x} \|^2} \right) \right)
\]
and
\[
T_2 := \frac{\partial V_2}{\partial \hat{W}} \left( \left( \frac{\partial \phi(\hat{x})}{\partial \hat{x}} \right)^T (\Delta \phi(\hat{x})) \right) \hat{W}
\]
\[
T_3 := \left( - \phi_u \phi_\theta \hat{W}_u - \phi_u \epsilon_u - \phi_\theta \left( \frac{1}{2} \left[ \begin{array}{c} \epsilon_u \\ \epsilon_{\theta} \end{array} \right] \hat{W} \right) \right)
\]

By using Young’s inequality for products one can further upper bound (33) as,
\[
T_1 \leq -R_u(u^*) - \Delta(\hat{Q}) \| \hat{x} \|^2 + \frac{1}{2} \left( W_{\max} \phi_{\max} + \epsilon_{\max} \right) \| \hat{x} \|^2
\]
\[
+ \frac{1}{2} \left( \frac{W_{\max} \phi_{\max} + \epsilon_{\max}}{L} \right) \| \hat{W} \|^2
\]
\[
+ \frac{1}{2} \left( \frac{W_{\max} \phi_{\max} + \epsilon_{\max}}{L} \right) \| \hat{x} \|^2
\]
\[
+ \frac{1}{2} \left( \frac{W_{\max} \phi_{\max} + \epsilon_{\max}}{L} \right) K_2 \frac{\| \hat{x} \|^2}{K_1 + \| \hat{x} \|^2}.
\]

Now we can upper bound (32) by using the results from Theorem 2 as
\[
T_2 \leq -\alpha \| \hat{W} \|^2 - \phi_{\max} \| \hat{W}_u \|^2 + 2 \Delta_{\max}^2 \epsilon_{\max} \| \hat{W} \|
\]
\[
- \left( \phi_{\max} \phi_{\max} + 2 \phi_{\max} \phi_{\max} \right) \left( \frac{\hat{W}_u}{L} \right).
\]

Finally (30) can be written as, \( \dot{V} \leq T_1 + T_2 \) and after taking into consideration the bound of \( K_2 \) given by (26) one has,
\[
\dot{V} \leq -R_u(u^*) - \Delta(\hat{Q}) \| \hat{x} \|^2
\]
\[
- \phi_{\max}^2 - \left( \phi_{\max}^2 + 1 \right) \| \hat{W} \|^2.
\]

By taking into account the inequalities (28) one has \( \dot{V} \leq 0 \), then \( \| \epsilon_{\max} \| \to 0 \), \( \| \hat{W} \| \to 0 \) and \( \| \hat{W}_u \| \to 0 \) and hence the robustifying term goes to zero asymptotically. Finally since the robustifying term goes to zero hence \( \| u \| \to u^* \).

IV. SIMULATIONS

Consider the DC/AC inverter shown in Figure 1(b) with \( L = 2mH, C_{\text{ap}} = 10uF, R = 0.1\Omega \). The user defined matrices are defined as \( Q = \left[ \begin{array}{cc} 0.1 & 0 \\ 0 & 0.2 \end{array} \right] \) and \( Q_r \) identity, \( \hat{Q} \) is found from (8) and the control input is \( \pm V_{\text{dc}} \) with \( V_{\text{dc}} = 5 \) after passed from the hard limiter. In the actual implementation of the algorithm the values of the parasitic resistance \( R \), the capacitance \( C_{\text{ap}} \), the load (linear/nonlinear) and the frequency of the exosystem \( \omega_t \) which in most of the cases in real world are not known exactly, are not needed. The tuning gains are picked as \( \alpha = 20 \) and \( \alpha_u = 1 \).

A. Linear Load

The algorithm from Theorem 3 is applied by considering a simple linear resistive load (in the algorithm proposed this is considered unknown) as described in the previous sections with \( R_2 = 12.5\Omega \). The algorithm needs only 0.0002 secs for learning. In Figures 3(a)-3(b) one can see the desired output voltage versus the actual one. The tracking error is negligible since the output AC voltage has a magnitude of 110\sqrt{2} V and a frequency of 60 Hz. One can see in Figure 4(a) that the
frequency of the control input (pulse-like waveform of \(\pm 5\)) has the same frequency to that of the desired AC waveform rather than much higher as in most of the inverters. This is an adding improvement in terms of bandwidth. Figure 4(b) shows the evolution of the current at the load which is a pure cosine since we have a resistive load. Figure 5 shows the power dissipated in the purely resistive load which is a series of positive pulses. This is because the resultant power is positive when the voltage and current are both in their positive half cycle.

![Figure 3: AC Voltage with a magnitude of 110\(\sqrt{2}\) Volts and a frequency of 60 Hz is produced at the output.](image)

Fig. 3. AC Voltage with a magnitude of 110\(\sqrt{2}\) Volts and a frequency of 60 Hz is produced at the output.

![Figure 4: Control input provides \(\pm V_{dc}\) while the load current is a pure cosine since we have a linear load connected to the \(L - C\) filter.](image)

Fig. 4. Control input is \(\pm V_{dc}\), while the load current is a pure cosine since we have a linear load connected to the \(L - C\) filter.

The output voltage is similar to Figures 3(a)-3(b) and thus is omitted due to space limitations.

![Figure 6: Evolution of the current at the nonlinear load.](image)

Fig. 6. Evolution of the current at the nonlinear load.

V. CONCLUSION AND FUTURE WORK

This paper proposed an intelligent optimal tracking controller that provides the desired magnitude and frequency at the load that works as a DC/AC microinverter that converts low DC voltage to high AC voltage. The controller ensures a good tracking of the output voltage with guaranteed performance. The algorithm builds upon the ideas of ADP and uses only partial information of the system and the exosystem that provides the desired behavior without any phasor domain analysis. Simulation results showed the effectiveness of the proposed approach. Future work will be concentrated on extending the results for synchronizing completely unknown inverters.
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