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ABSTRACT

This work presents a game theory-based consensus problem for leaderless multi-agent systems in the presence of adversarial inputs that are introducing disturbance to the dynamics. Given the presence of enemy components and the possibility of malicious cyber attacks compromising the security of networked teams, a position agreement must be reached by the networked mobile team based on environmental changes. The problem is addressed under a distributed decision making framework that is robust to possible cyber attacks, which has an advantage over centralized decision making in the sense that a decision maker is not required to access information from all the other decision makers. The proposed framework derives three tuning laws for every agent; one associated with the cost, one associated with the controller, and one with the adversarial input.
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1. INTRODUCTION

Due to the highly uncertain and dynamic nature of military conflict, enabling autonomous agents to gracefully adapt to mission and environmental changes is a very challenging task. These capabilities are necessary in the asymmetric battles waged against insurgents, where enemy combatants quickly adapt to Army strategies and tactics. The ability to synchronize activities provides an important strategic capability in a wide variety of military missions. The United States Army, Air Force, and Navy have recently shown interest in the cyber security aspect of UAVs and UGVs, which rely heavily on their on-board autopilots and controllers to function. Most of the currently available autopilot systems were built without cyber security considerations, and are thus vulnerable to cyber attacks. This paper provides knowledge to the problem of commanding multiple tactical assets in military and adversarial environments, attending Army’s expectations that networked teams will perform in a reliable manner especially when being attacked by advanced and persistent threats.

Machine learning ideas are being used as an essential component to address problems in multi-agent systems with diverse and selfish interests, traditional algorithmic and distributed systems need to be combined with the understanding of game-theoretic and economic issues. A lot of applications require cooperation of separate agents to achieve global objectives and learning is an ideal approach in the cases where classical optimization techniques are infeasible. Meanwhile, multi-agent learning techniques offer important theoretical challenges and especially in construing how each agent learns and adapts when other agents are learning and adapting simultaneously. This introduces game-theoretic issues to the learning process.

A survey of existing cyber-threats in multi-agent systems and models of realistic and rational adversary models are presented in Cardenas et al. Consensus in the presence of persistent adversaries has been focused on detecting, identifying and isolating the failing nodes which are computationally expensive and most of the time they use global information and specific graph connectivity. The adversaries can easily drive the system unstable and make the system operate with an undesired behavior. Thus it is better to fight adversaries than guard against them.
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This paper proposes a game-theory based consensus learning algorithm for networked systems that are being attacked by persistent adversaries. As opposed to existing consensus algorithms, our method is not limited to specific graph connectivity and also guarantees robustness of the networked team which can be described by a minimax optimization problem for every agent. The dynamics and the performance of every agent depend only on measurable local information.

2. PROBLEM FORMULATION

Consider a multi-agent system consisting of \( N \) mobile systems in a set \( \Omega \subset \mathbb{R}^m \). Also denote the set \( \mathcal{N} = \{1, \ldots, N\} \). Suppose that the dynamics of every agent are perturbed by an adversary. Thus, the dynamics of each agent are given \( \forall t \geq 0 \) as,

\[
\dot{p}_i = u_i + v_i, \; i \in \mathcal{N}
\]

where \( p_i \in \Omega \subset \mathbb{R}^m \), is the position, and \( u_i \in \mathcal{U}_{iu} \), \( v_i \in \mathcal{U}_{iv} \) is the control and adversarial input of agent \( i \) respectively. We now assume that the sets \( \mathcal{U}_{iu} \subset \mathbb{R}^m \) and \( \mathcal{U}_{iv} \subset \mathbb{R}^m \) of admissible control and adversarial policies are compact \( \forall i \in \mathcal{N} \).

We model the multi-agent system by considering a fixed topology graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) consisting of nonempty finite set of \( N \) nodes \( \mathcal{V} = \{n_1, \ldots, n_N\} \) that represent agents and a set of edges or arcs \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) that represent the inter-agent information exchange links. Denote the connectivity matrix \( \mathcal{A}_G = [a_{ij}] \) of \( \mathcal{G} \) as

\[
a_{ij} \begin{cases} > 0, & \text{if } (n_j, n_i) \in \mathcal{E}_G, \\ = 0, & \text{otherwise}. \end{cases}
\]

We assume the graph is simple, e.g. no repeated edges and \( (n_i, n_i) \notin \mathcal{E}_G, \forall i \in \mathcal{N} \) no self-loops \( (a_{ii} = 0) \). The set of neighbors of a node \( n_i \) is \( \mathcal{N}_i = \{n_j : (n_j, n_i) \in \mathcal{E}_G\} \), i.e. the set of nodes with arcs incoming to \( n_i \). Define the degree matrix as \( \mathcal{D} = \text{diag}(d_i) \) with \( d_i = \sum_{j \in \mathcal{N}_i} a_{ij} \) the weighted degree of node \( i \) (i.e. \( i \)th row sum of \( \mathcal{A}_G \)). The number of neighbors of agent \( i \) is \( |\mathcal{N}_i| \) which is equal to \( d_i \). Define the graph Laplacian matrix as \( \mathcal{L}_G = \mathcal{D} - \mathcal{A}_G \), which has all row sums equal to zero.

The local signals describing the exchange of relative position are given by \( s_i \in \mathbb{R}^m \) and are \( \forall t \geq 0 \) defined as,

\[
s_i(t) = \sum_{j \in \mathcal{N}_i} a_{ij} (p_i - p_j), \; i \in \mathcal{N}
\]

where the signals \( s_i(t) \) for any agent \( i \in \mathcal{N} \) in other words describe the sum of the external output measurements relative to the other vehicles that agent \( i \) can measure.

The dynamics of (2) for any agent \( i \in \mathcal{N} \) and \( \forall t \geq 0 \) can be written as,

\[
\dot{s}_i = \sum_{j \in \mathcal{N}_i} a_{ij} (\dot{p}_i - \dot{p}_j)
\]

\[
\dot{s}_i = d_i (u_i + v_i) - \sum_{j \in \mathcal{N}_i} a_{ij} (u_j + v_j)
\]

Remark 2.1. The linear dynamical system (3) can represent an aircraft rolling dynamics model driven by the control and adversarial inputs of its neighborhood aircrafts.

We want to achieve consensus while simultaneously optimizing some performance specifications on the agents. To capture this, we will use ideas drawn from game theory because it is more practical to fight adversaries than to guard against them.\(^7\)\(^8\)

Write the local performance indices for any agent \( i \in \mathcal{N} \) as,

\[
J_i(s_i(0), u_i, u_{N_i}, v_i, v_{N_i}) = \frac{1}{2} \int_0^\infty \left( ||s_i||^2 + ||u_i||^2 + \sum_{j \in \mathcal{N}_i} ||u_j||^2 - \gamma_{ii}^2 ||v_i||^2 - \sum_{j \in \mathcal{N}_i} \gamma_{ij}^2 ||v_j||^2 \right) dt
\]

where \( ||\chi||^2 \) given an \( m \)-vector denotes the squared Euclidean norm of \( \chi \) i.e. \( ||\chi||^2 = \chi^T \chi \) (these notations are used interchangeably in the manuscript), also \( \gamma_{ii} \geq \gamma_{ii}^* > 0, \gamma_{ij} > 0 \) where \( \gamma_{ii}^* \) is the smallest \( \gamma_{ii} \) for which the system is stabilized.\(^9\)
2.1 Definition of the Game

In this subsection the game is defined for every agent \( i \) and takes into account only distributed information. The following definition is needed.

**Definition 2.2.** A pair \( u^*_i \) and \( v^*_i \), \( \forall i \in \mathcal{N} \) is said to constitute a saddle point \( \forall i \in \mathcal{N} \) with \( u^*_i \) the minimizer and \( v^*_i \) the maximizer and cost \( J_i \) for agent \( i \) and for policies \( u_{Ni} \) and \( v_{Ni} \) in the neighborhood, when the following inequality is true,

\[
J_i(u^*_i, u_{Ni}, v_i, v_{Ni}) \leq J_i(u^*_i, u_{Ni}, v^*_i, v_{Ni}) \leq J_i(u, u_{Ni}, v^*_i, v_{Ni}),
\]

which by assigning \( u_{Ni} = u^*_{Ni} \), \( v_{Ni} = v^*_{Ni} \) becomes

\[
J_i(u^*_i, v_i, u^*_{Ni}, v^*_{Ni}) \leq J_i(u^*_i, v^*_i, u^*_{Ni}, v^*_{Ni}) \leq J_i(u_i, v^*_i, u^*_{Ni}, v^*_{Ni}). \tag{5}
\]

It is important to interpret the control inputs \( u_i \), and adversarial inputs \( v_i \), \( \forall i \in \mathcal{N} \) as state dependent strategies. Then the value function for every agent \( i \in \mathcal{N} \) can be defined as,

\[
V_i = \frac{1}{2} \int_t^\infty \left( \|s_i\|^2 + \|u_i\|^2 + \sum_{j \in \mathcal{N}_i} \|u_j\|^2 - \gamma_{ii}^2 \|v_i\|^2 - \sum_{j \in \mathcal{N}_i} \gamma_{ij}^2 \|v_j\|^2 \right) d\tau, \ \forall t \geq 0. \tag{6}
\]

Every agent is driven by the control and adversarial inputs of herself and her neighborhood. In the functionals (6) we need to find the best case control policy for the worst case adversarial policy and because of the dependence of every agent \( i \in \mathcal{N} \) to her neighborhood, this is called a graphical game.\(^{11}\) This game is based on the topology of the graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \).

Then the control/adversarial objective (6) of agent \( i \in \mathcal{N} \) in the game is to determine,

\[
V^*_i = \min_{u_i} \max_{v_i} \frac{1}{2} \int_t^\infty \left( \|s_i\|^2 + \|u_i\|^2 + \sum_{j \in \mathcal{N}_i} \|u_j\|^2 - \gamma_{ii}^2 \|v_i\|^2 - \sum_{j \in \mathcal{N}_i} \gamma_{ij}^2 \|v_j\|^2 \right) d\tau, \ \forall t \geq 0 \tag{7}
\]

subject to dynamical constraints (3). Thus, the control input \( u_i \) is the minimizing player and the adversarial input \( v_i \) is the maximizing one for every agent.

When \( V_i, \forall i \in \mathcal{N} \) is finite, a differential equivalent to (6) is given in terms of the Hamiltonians by using \( \rho_i = \frac{\partial V_i}{\partial s_i} \),

\[
H_i(s_i, \frac{\partial V_i}{\partial s_i}, u_i, u_{Ni}, v_i, v_{Ni}) = \frac{\partial V_i}{\partial s_i} \left( d_i(u_i + v_i) - \sum_{j \in \mathcal{N}_i} a_{ij}(u_j + v_j) \right) + \frac{1}{2} \left( \|s_i\|^2 + \|u_i\|^2 + \sum_{j \in \mathcal{N}_i} \|u_j\|^2 - \gamma_{ii}^2 \|v_i\|^2 - \sum_{j \in \mathcal{N}_i} \gamma_{ij}^2 \|v_j\|^2 \right) = 0 \tag{8}
\]

with boundary condition \( V_i(0) = 0 \).

Now the control and attacker policies for every agent \( i \in \mathcal{N} \) are given by,

\[
u^*_i = \arg \min_{u_i} H_i(s_i, \frac{\partial V_i}{\partial s_i}, u_i, u_{Ni}, v_i, v_{Ni}) = -d_i \frac{\partial V_i}{\partial s_i} \tag{9}\]

\[
u^*_i = \arg \max_{v_i} H_i(s_i, \frac{\partial V_i}{\partial s_i}, u_i, u_{Ni}, v_i, v_{Ni}) = d_i \frac{\partial V_i}{\gamma_{ii}^2 \partial s_i}. \tag{10}\]
2.2 Optimality Equations

By substituting (9) and (10) in (8) then we have the following coupled Hamilton-Jacobi equations \( \forall i \in \mathcal{N} \),
\[
\frac{\partial V_i^T}{\partial s_i} \left( d_i^2 \left( \frac{1}{\gamma_{ii}} \frac{\partial V_i}{\partial s_i} - \sum_{j \in \mathcal{N}_i} a_{ij} \left( \frac{1}{\gamma_{jj}} \frac{\partial V_j}{\partial s_j} - \frac{\partial V_j^T}{\partial s_j} \right) \right) + \frac{1}{2} \left( \| s_i \|^2 + d_i^2 \| \frac{\partial V_i^T}{\partial s_i} \|_2^2 + \sum_{j \in \mathcal{N}_i} d_j^2 \left( \frac{\partial V_j^T}{\partial s_j} - \gamma_{jj} \frac{\partial V_j}{\partial s_j} \right)^2 - \sum_{j \in \mathcal{N}_i} \gamma_{ij}^2 \right) \right) = 0. \tag{11}
\]

The minimum nonnegative definite solution \( V_i^*, \forall i \in \mathcal{N} \) of (11) gives the saddle point value for every agent \( i \). Thus the gains \( \gamma_{ii} \) and \( \gamma_{ij} \) should be chosen large enough. Define \( u_i^* = u_i(V_i^*) \), \( v_i^* = v_i(V_i^*) \) as (9), and (10) respectively given in terms of \( V_i^* \).

It is straightforward to see that we will have \( N \) coupled partial differential equations and after solving all of them simultaneously we will converge to the solution of the game. By using classic ideas from control, those equations are impossible to solve. In the next section we will show how to solve those equations in a distributed way by requiring only measurements from the neighborhood and using learning ideas.

3. REACHING CONSENSUS WITH LEARNING IDEAS

In this section a new online learning algorithm is proposed. The agents achieve approximate consensus in the presence of adversarial inputs by simultaneously optimizing some distributed performances.

To solve the Bellman equations given in (8), approximation is required for all the value functions \( V_i \) and their gradients (approximation in Sobolev space,\(^{12}\)). Every cost depends on the agent’s state and costate and also the presence of adversarial inputs by simultaneously optimizing some distributed performances.

We will use an actor-critic framework to approach the problem. Namely we will use critic neural networks to approximate the costs, and action neural networks (actors) to approximate the control and the adversarial inputs respectively. The total number of approximators will be \( 3N \) for the networked team.

The optimal value function (cost), the optimal control and adversarial input \( \forall i \in \mathcal{N} \) can be written by using linearly parametrized approximators (NNs) as,
\[
V_i^*(\bar{s}_i) = W_i^T \phi_i(\bar{s}_i) + \epsilon_{ci}(\bar{s}_i)
\]
\[
u_i^*(\bar{s}_i) = -d_i \left( \frac{\partial \phi_i^T}{\partial \bar{s}_i} W_i + \frac{\partial \epsilon_{ci}}{\partial \bar{s}_i} \right)
\tag{12}
\]
\[
u_i^*(\bar{s}_i) = d_i \left( \frac{\partial \phi_i^T}{\partial \bar{s}_i} W_i + \frac{\partial \epsilon_{ci}}{\partial \bar{s}_i} \right)
\tag{13}
\]

where \( \bar{s}_i \in \mathbb{R}^{mN} \) is a vector that has zeros in the entries of the agents that are not in the neighborhood and not zeros in positions \( i \in \mathcal{N} \) and \( \forall j \in \mathcal{N}_i \), also \( W_i \in \mathbb{R}^h \) are unknown ideal NN weights, \( h \) is the number of neurons, \( \phi_i(\bar{s}_i) = [\phi_{i1}(\bar{s}_i) \phi_{i2}(\bar{s}_i) ... \phi_{ih}(\bar{s}_i)] : \mathbb{R}^{mN} \rightarrow \mathbb{R}^h \) are smooth basis functions, and \( \epsilon_{ci} \in \mathbb{R} \) is the residual error. The basis sets are selected so that as \( h \rightarrow \infty \), the functions \( \phi_i(\bar{s}_i) \) provide a complete independent basis for \( V_i^*(\bar{s}_i) \).
3.1 Actor-Critic Framework

Assuming current weight estimates $\hat{W}_{ci}$, the outputs of the critic NN $\forall i \in N$ are given by

$$\hat{V}_i = \hat{W}_{ci}^T \phi_i(\bar{s}_i)$$

where vectors $\phi_i(\bar{s}_i) \in \mathbb{R}^h$ are the basis function vectors and $h$ the number of neurons in the hidden layer.

By using the Stone-Weierstrass higher-order approximation Theorem both $V_1^*(\bar{s}_i)$ and $\frac{\partial V_1^*(\bar{s}_i)}{\partial s_i}$ can be approximated by linear in the parameters neural networks and as $h \to \infty$ the residual errors $\epsilon_{ci}(\bar{s}_i) \to 0$, $\frac{\partial \epsilon_{ci}}{\partial s_i} \to 0$. We will find the control and attack policy in the form of two action neural networks (actors) which compute (9) and (10) respectively in the following forms,

$$\hat{u}_i = -d_i \frac{\partial \phi_i}{\partial \bar{s}_i}^T \hat{W}u_i$$

and

$$\hat{v}_i = \frac{d_i}{\gamma_i} \frac{\partial \phi_i}{\partial \bar{s}_i}^T \hat{W}v_i.$$ 

Then the Bellman equations (8), $\forall i \in N$ become,

$$H_i(s_i, \hat{W}_{ci}, \hat{u}_i, \hat{v}_{N_i}, \hat{\epsilon}_i, \hat{\epsilon}_{N_i}) = \hat{W}_{ci}^T \frac{\partial \phi_i}{\partial \bar{s}_i} \left(\hat{u}_i + \hat{v}_i - \sum_{j \in N_i} a_{ij}(\hat{u}_j + \hat{v}_j)\right)$$

$$+ \frac{1}{2} \left(\|s_i\|^2 + \|\hat{u}_i\|^2 + \sum_{j \in N_i} \|\hat{u}_j\|^2 - \gamma_i^2 \|\hat{v}_i\|^2 - \sum_{j \in N_i} \gamma_{ij}^2 \|\hat{v}_j\|^2\right)$$

$$= \hat{W}_{ci}^T \frac{\partial \phi_i}{\partial \bar{s}_i} \left(d_i(\hat{u}_i + \hat{v}_i) - \sum_{j \in N_i} a_{ij}(\hat{u}_j + \hat{v}_j)\right) + r_i \equiv e_i.$$  

It is desired to select the critic weights $\hat{W}_{ci}$ to minimize the following squared error $K_i \in \mathbb{R}^+$,

$$K_i = \frac{1}{2} \int_0^t \|e_i\|^2 d\tau.$$  

Then $\hat{W}_{ci} \to W_i$, where $W_i$ are the optimal weights of the approximator. The next subsection will provide the tuning laws for all the approximators just defined.

3.2 Learning Algorithm

Define the critic and actor estimation errors $\forall i \in N$ as,

$$\hat{W}_{ci} = W_i - \hat{W}_{ci}; \quad \hat{W}u_i = W_i - \hat{W}u_i; \quad \hat{W}v_i = W_i - \hat{W}v_i.$$  

The least squares update law for the critic can be found from the integral-squared error (17) $\forall i \in N$ as,

$$\frac{\partial K_i}{\partial \hat{W}_{ci}} = \int_0^t e_i(\tau) \frac{\partial e_i(\tau)}{\partial \hat{W}_{ci}(t)} d\tau = 0.$$  

The batch least squares critic estimate can be found $\forall i \in N$ as,

$$\hat{W}_{ci}(t) = -\left(\int_0^t \omega_i(\tau)\omega_i(\tau)^T d\tau\right)^{-1} \int_0^t \omega_i(\tau)r_i(\tau)d\tau$$  

(18)
where \( \omega_i = \frac{\partial \phi_i}{\partial \bar{s}_i} \left( \bar{d}_i (\hat{u}_i + \hat{v}_i) - \sum_{j \in N_i} \alpha_{ij} (\hat{u}_j + \hat{v}_j) \right) \) and provided the inverse exists.

By taking the time derivative of (18) and normalizing we have,

\[
\dot{W}_{ci} = -\alpha_i \frac{\Delta_{i}\omega_i}{(\omega_i^T \Delta_i \omega_i + 1)^2} \epsilon_{i}^T
\]

where \( \alpha_i \in \mathbb{R}^+ \) determines the speed of convergence, and \( \Delta_i := \left( \int_{t_0}^{t} \omega_i \omega_i^T dt \right)^{-1} \) can be found from,

\[
\Delta_i = -\alpha_i \frac{\Delta_i \omega_i \omega_i^T \Delta_i}{(\omega_i^T \Delta_i \omega_i + 1)^2}, \quad \Delta_i(t_r^+) = \Delta_i(t_0) = \psi_{1i} I
\]

where \( t_r^+ \) is the resetting time when \( \lambda(\Delta_i) \leq \psi_{0i} \), design scalars \( \psi_{1i} > \psi_{0i} \in \mathbb{R}^+ \) and because \( \Delta_i \leq 0 \) one has,

\[
\psi_{0i} I \leq \Delta_i \leq \psi_{1i} I
\]

where \( I \) is an identity matrix of appropriate dimensions. The resetting ensures that \( \Delta_i \) is always positive definite and slow adaptation due to lack of persistence of excitation in some directions is avoided. This technique is referred in the literature as covariance resetting modification.\(^{13}\)

The tuning law for the control input \( \forall i \in N \) is,

\[
\dot{W}_{ui} = \mathcal{P}_R \left[ \alpha_{ui} \left\{ d_i^2 \frac{\partial \phi_i}{\partial s_i} \frac{\partial \phi_i}{\partial s_i}^T W_{ui} \frac{\bar{\omega}_i^T}{(\omega_i^T \Delta_i \omega_i + 1)} \dot{W}_{ci} + \sum_{j \in N_i} d_j^2 \frac{\partial \phi_j}{\partial s_j} \frac{\partial \phi_j}{\partial s_j}^T W_{uj} \frac{\bar{\omega}_i^T}{(\omega_i^T \Delta_i \omega_i + 1)} \dot{W}_{cj} \right\} \right]
\]

and the tuning law for the adversary \( \forall i \in N \) is,

\[
\dot{W}_{vi} = \mathcal{P}_R \left[ \alpha_{vi} \left\{ -\frac{d_j^2}{\gamma_{ij}} \frac{\partial \phi_j}{\partial s_j} \frac{\partial \phi_j}{\partial s_j}^T \dot{W}_{vi} \frac{\bar{\omega}_i^T}{(\omega_i^T \Delta_i \omega_i + 1)} \dot{W}_{ci} - \sum_{j \in N_i} \frac{d_j^2}{\gamma_{jj}} \frac{\partial \phi_j}{\partial s_j} \frac{\partial \phi_j}{\partial s_j}^T \dot{W}_{vj} \frac{\bar{\omega}_i^T}{(\omega_i^T \Delta_i \omega_i + 1)} \dot{W}_{cj} \right\} \right]
\]

where \( \mathcal{P}_R[.] \) is the projection operator\(^{13–15} \) that will make sure the tuning laws hold all their properties in the absence of projection and moreover guarantees uniform boundedness of \( \dot{W}_{vi} \) and \( \dot{W}_{ui} \), \( \alpha_{ui}, \alpha_{vi} \in \mathbb{R}^+ \) determine the speed of convergence, \( \sigma_{ui}, \sigma_{vi} \in \mathbb{R}^+ \) are adaptation gains and \( \bar{\omega}_i := \frac{\omega_i^T}{\omega_i^T \Delta_i \omega_i + 1} \).

The main Theorem is presented next and provides a Lyapunov stability proof for the proposed game-theory based learning framework.

**Theorem 3.1.** Consider the dynamics given by (3), the control input given by (14), the adversarial input given by (15) and the signal \( \bar{\omega}_i \) be persistently exciting and also \( d_i \neq 0 \). The critic tuning law is given by (19), the control input tuning law is given by (21) and the adversarial input tuning law is given by (22). Then, the solution \((s_i, \dot{W}_{ci}, \dot{W}_{ui}, \dot{W}_{vi})\) is Uniformly Ultimately Bounded (UUB) \( \forall i \in N \) and for all \((s_i(0), \dot{W}_{ci}(0), \dot{W}_{ui}(0), \dot{W}_{vi}(0))\) and \( t \geq 0 \) and thus \( p_i \approx p_j, \forall i, j \in N \) which means that approximate consensus has been achieved provided that the number of basis sets (neurons in the hidden layer) is large enough to guarantee that the residual errors \( e_{ci} \to 0, \forall i \in N \).

**Proof.** Due to space constraints the proof will be provided in a future paper. \( \square \)
4. SIMULATION RESULTS

In this section we illustrate the theoretical developments for a graph topology of 5 agents networked as shown in Figure 1. The gains in the tuning laws are selected as $\sigma_{ui} = 5, \sigma_{vi} = 5, \alpha_i = 10, \alpha_{ui} = 1, \alpha_{vi} = 1, \forall i \in \mathcal{N}$, the covariance matrix is initialized as $\Delta(0) = 4000I$, where $I$ is an identity matrix of appropriate dimensions and all the weights of the tuning laws are initialized randomly inside $[-1, 1]$. To ensure PE, a probing signal $p(t) = \tanh(t)(\sin(2t)\cos(t) + 4\sin(t^2) + 10\cos(5t)\sin(11t))$ is added to the input signals for the first 2 seconds of the simulation. The 5 agents are moving in a bi-dimensional space ($m = 2$) and the initial conditions of position are selected randomly, and all the edge weights are selected equal to 1. By using the framework of Theorem 3.1 and $\gamma_{ii} = 4, \gamma_{ij} = 6, \forall i \neq j \in \mathcal{N}$ the agents for the given graph topology have reached consensus as shown in Figure 2.

![Figure 1](image1.png)

Figure 1. The networked team of UAVs wants to reach a rendez-vous point with minimum energy, while the two adversarial operators are trying to prevent that. The communication between the agents in the team is shown as blue arrows, and the red arrows represent the adversarial inputs.

5. CONCLUSION

In this paper we have derived a game-theory based actor-critic algorithm for reaching approximate consensus of multi agent systems with guaranteed performance and with fixed graph topologies when the dynamics are perturbed by persistent adversaries. Specifically, it is shown that the proposed architecture rejects the adversarial input to achieve consensus and each local controller optimizes its own cost by using only neighborhood information solving in each case a zero-sum game. The optimization is performed online and provides an agreement in position of all the agents in the team. To solve the problem of the curse of dimensionality and the infeasibility of PDEs the algorithm proposed uses three approximators for every agent, one to approximate the cost, one to approximate the control input and one to approximate the adversarial input and thus three tuning laws are being derived for every agent. A Lyapunov stability proof ensures all the signals remain bounded and approximate consensus has been reached. Simulation results show the effectiveness of the proposed approach.
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